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a b s t r a c t

A method for rapid quantitative analysis of four kinds of Tanreqing injection intermediates was developed
based on Fourier transform near infrared (FT-NIR) spectroscopy and partial least squares (PLS) algorithm.
The NIR spectra of 120 samples were collected in transflective mode. The concentrations of chlorogenic
acid, caffeic acid, luteoloside, baicalin, ursodesoxycholic acid (UDCA), and chenodeoxycholic acid (CDCA)
were determined with the HPLC–DAD/ELSD as reference method. In the PLS calibration, the NIR spec-
tra were pretreated with different methods and the number of PLS factors used in the model calibration
was optimized by leave-one-out cross-validation. The performance of the final PLS models was evaluated
according to the root mean square error of calibration (RMSEC), root mean square error of cross-validation
(RMSECV), root mean square error of prediction (RMSEP), BIAS, standard error of prediction (SEP), and
artial least squares
apid analysis
odel updating

correlation coefficients (R). The R values in the prediction sets were all higher than 0.93, and the SEPs for
the 6 compounds are 1.18, 6.02, 2.71, 155, 126, 30.0 mg/l, respectively. The established models were used
for the liquid preparation process analysis of Tanreqing injection in three batches, and a model updating
method was proposed for the long-term usage of the established models. This work demonstrated that
NIR spectroscopy is more rapid and convenient than the conventional methods to analyze the inter-
mediates of Tanreqing injection, and the presented method is helpful to the implementation of process
analytical technology (PAT) in pharmaceutical industry of Chinese Medicines Injections.
. Introduction

CMIs (Chinese Medicine Injections) have good effects on the
reatment of difficult and complicated diseases and have been
idely used in China. However, in recent years, due to some

eports on the adverse drug reactions of several kinds of CMIs,
mprovement of their qualities is a more urgent requirement for
he CMI manufacturers. The U.S. FDA recommends the pharmaceu-
ical industry to adopt process analytical technology (PAT) to obtain
he quality information of their products as early as possible [1]. In
iew of this guide, process analysis methods and techniques are
eeded to provide real time information to ensure the quality and
onsistency of the products. However, the complex constituents of
MIs create a challenge in establishing quality control approaches

or them, especially the method based on the separation of the com-

ounds needs to be measured, which is time and labour consuming.

n this situation, it is a good choice to develop novel measure-
ent methods for rapid characterization of CMIs. Two articles [2,3]

eported using UV spectroscopy for rapid analysis the intermedi-

∗ Corresponding author. Tel.: +86 571 88208428; fax: +86 571 88208428.
E-mail address: quhb@zju.edu.cn (H. Qu).

731-7085/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
oi:10.1016/j.jpba.2010.04.011
© 2010 Elsevier B.V. All rights reserved.

ates of Qingkailing injection, which provided a good example for
the PAT research of CMIs.

Tanreqing injection is a widely used patent drug in China. It
is made from five kinds of TCM (Traditional Chinese Medicine)
extracts, namely: Radix Scutellariae, Forsythia Suspense, Flos
Lonicerae, Bear gall powder, and Cornu gorais, and was used chiefly
in treating infection of the upper respiratory tract and serious
influenza [4,5], the medicine also has satisfactory efficacy on the
defense of SARS (Serious Acute Respiration Symptom) and A/H1N1
flu. In its manufacturing process, several kinds of intermediates
need to be analyzed to ensure that the operation runs steadily.
Several articles reported the analysis methods of the medicinal
materials used in the Tanreqing injection [6–8] and the finished
product [9–11]. However, no report has been seen for the analysis of
the Tanreqing injection intermediates. In traditional way, this task
could be accomplished with high performance liquid chromatog-
raphy (HPLC), which is accurate but time consuming and unable to
satisfy the rapid determination needs. To resolve this issue, the near

infrared spectrometry (NIRS) technology is an appropriate alterna-
tive method.

NIR is the region of the electromagnetic spectrum that extends
from about 780 to 2500 nm (or 12,800–4000 cm−1), and it has
become widely used in various analysis areas, such as foods,

http://www.sciencedirect.com/science/journal/07317085
http://www.elsevier.com/locate/jpba
mailto:quhb@zju.edu.cn
dx.doi.org/10.1016/j.jpba.2010.04.011
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harmaceuticals, and petroleum. [12–15]. The usefulness of this
echnique is mainly attributed to its speed, accuracy, economy and
recision against other analytical techniques [16]. In recent years,
IR has been more and more widely applied with success in the

esearch of TCMs, and the main subjects are content measurement
17–20] and geographical identification [21–25]. The analytical
argets are mainly powdered solids and the modes of NIR measure-

ent are mainly diffused reflection. However, as to the sample of
olutions, transmission or transflective mode should be adopted.
everal articles reported the NIR method to determine the qual-
ty parameters of liquid samples, such as wine [26,27], beverage
28,29] and edible oil [30,31] in the transflective mode, but no arti-
le about the NIR application in the CMI intermediates has been
eported.

The aim of research was to establish an NIR method for the rapid
etermination of the concentrations of 6 active ingredients in Tan-
eqing injection intermediates with HPLC–DAD/ELSD as reference
ethod.

. Materials and methods

.1. Sample preparation

The samples were obtained from a TCM pharmaceutical factory
Shanghai Kaibao Pharmaceutical Co., Ltd., Shanghai, China). In a
iquid preparation process of Tanreqing injection, after all the five
inds of TCM extracts were put into the solvent feed tank, 10 ml of
he mixture was taken as test sample 1; and then the pH of the mix-
ure in the tank was adjusted with sodium hydroxide solution, after
eing decolorized with active carbon, 10 ml of the filtrate was taken
s test sample 2; the rest filtrate was treated by again filtrating
ith triple filter, and 10 ml of the filtrate was taken as test sample

; the rest filtrate was then hyperfiltrated and made into semi-
nished products, 10 ml of which was collected as test sample 4.
he detailed technical parameters are omitted here. The four kinds
f intermediate test samples mentioned above were collected from
he product line for 30 batches and 120 samples were collected in
otal.

.2. HPLC analysis

To determine the concentrations of the 6 active compounds, a
radient elution HPLC method was established. An Agilent 1100
PLC system (Agilent Technologies, USA) with a vacuum degasser,
quaternary pump, an autosampler, a thermostatic column com-
artment, a diode array detector (DAD) and an evaporative light
cattering detector (ELSD) were used. Separation was performed on
orbax SB-C18 column (4.6 mm × 250 mm with 5 �m particle size)
t 30 ◦C. The mobile phase consisted of (A) 0.15% CH3COOH–H2O
nd (B) 0.15% CH3COOH–acetonitrile (v/v). The gradient program
as as follows: initial 90% (A), at 0–10 min, linear change from

0% to 85% (A), at 10–20 min, linear change from 85% to 75% (A),
t 20–30 min, linear change from 75% to 65% (A), at 30–35 min,
inear change from 65% to 10% (A), keep 10% (A) at 35–45 min.
e-equilibration duration was 10 min between individual runs.
he flow rate of the mobile phase was 0.8 ml min−1. The detec-
ion wavelength for chlorogenic acid and caffeic acid was 326 nm,
nd for luteoloside and baicalin 276 nm. For the detection of
DCA and CDCA, the ELSD was used. The drift tube tempera-
ure and the nitrogen flow rate of the ELSD were set at 100 ◦C
nd 1.5 l min−1, respectively. The samples in this research were
:25 (v/v) diluted before centrifugation at the rotating speed of
0,000 rpm for 10 min, and 10 �l supernatant fluid was injected

nto the HPLC system for analysis.
iomedical Analysis 53 (2010) 350–358 351

2.3. NIR apparatus and software

The NIR spectra of the samples were collected at 4 cm−1 inter-
val over the spectral region 4000–10,000 cm−1 with an Antaris MX
FT-NIR System (Thermoscientific, Madison, USA) equipped with an
optical fiber transflectance adapter. Samples were scanned with
a 2 mm path length and equilibrated at 25 ◦C for 10 min before
scanning to ensure that the samples were analyzed at the same
temperature. Each spectrum was obtained by averaging 64 scans,
and all the spectra were recorded as the logarithm of the recipro-
cal, log(1/R). The NIR instrument was controlled by a compatible PC,
and a RESULT Operation workstation was used for data acquisition.

All the computations, including selection of the spectra wave-
bands, mathematical pretreatment, principal component analysis
and partial least squares regression, were performed using TQ
analyst software package (Version 8.0, Thermoscientific, Madison,
USA) and The Unscrambler (Version 7.5, Camo Inc., Trondheim,
Norway).

2.4. Spectral data pretreatment

The data acquired from NIR spectrometer contain background
information and noises besides sample information. In order to
obtain reliable, accurate and stable calibration models, it is neces-
sary to preprocess the spectra before modeling. In this work, several
data preprocessing methods, including derivation, multiplicative
scatter correction (MSC), standard normal variate transformation
(SNV), Savitsky–Golay (S.G.) filter, and Norris derivative filt were
applied in order to minimize the interference effect, including cor-
rection of scatter effect, elimination of baseline shift, enhancement
of spectral differences, and smoothing the spectra. The effects of
different pretreatment methods were compared and the optimized
combination was selected.

2.5. Calibration of models

The algorithm used for building the calibration models was PLS
regression. The principle and the application of this algorithm were
well documented in Refs. [32,33]. The performance of the final PLS
model was evaluated in terms of RMSEC, RMSECV, RMSEP, BIAS,
SEP and R. Detailed computing formula of the above mentioned
parameters can be found in Ref. [19].

The optimum latent variable (LV) numbers of factors is deter-
mined using leave-one-out (LOO) cross-validation method. In the
LOO cross-validation, the spectrum of one sample of the calibration
set was removed from the set, and a PLS regression model was built
with the remaining spectra of the calibration set, the left-out sam-
ple was predicted with this model and the procedure was repeated
leaving out each of the samples of the calibration set. Predicted
residual error sum square (PRESS) is the sum of square of deviation
between predicted and reference values of all the samples in the
cross-validation and the equation for the calculation of its value
was expressed as below:

PRESS =
n∑

i=1

(Ĉi − Ci)
2

where Ci is the reference measurement result for sample i, Ĉi is the

estimated value of the sample i. When the model is constructed
with sample i removed, n is the number of calibration samples.
The PRESS value decreases with the increase of the LV numbers,
and when the PRESS value tends to be constant, the optimum LV
numbers are obtained.
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Fig. 1. The chemical structur

. Results and discussion

.1. Determination of active ingredients with HPLC–DAD/ELSD

Prior to NIRS quantitative analysis, a robust HPLC reference
ethod has to be established as reference method. Chlorogenic

cid, caffeic acid, luteoloside, and baicalin have good ultraviolet
bsorption, so they were detected with DAD; however, the UDCA
nd CDCA have no characteristic ultraviolet absorption and were
etected with ELSD. The chemical structures of the six investigated
nalytes are shown in Fig. 1. Use the methods described in Section
.2, the 120 samples were analyzed. All the 6 active compounds
re baseline separated (see the chromatogram in Fig. 2) and can be
etermined accurately. The standard curves were established, and
he methodology parameters were investigated before the realistic
ample analyses (see in Table 1). Because the main purpose of this
rticle is to establish an NIR method, more detailed information
bout the HPLC analysis method is omitted here.

.2. NIR spectral features

The raw and preprocessed spectra of Tanreqing injection inter-
ediates are shown in Fig. 3. As can be seen in the raw spectra, 3

harp fluctuations appear in the region of 7103–7320, 5310–5440,
nd 4540–4810 cm−1, which register as 3 sharp peaks in the deriva-
ive absorption spectra. Those wavebands have correlation with the

nd overtone stretch and deformation vibration of C–H in –CH2, the
ibration of the 2nd overtone of the carbonyl group, and the stretch
nd deformation vibration of O–H bands [34,35], respectively. The
hree bonds are widespread in the target molecules, so their con-
entration information can be reflected in the NIR spectra, and this

able 1
he calibration curves and the methodology parameters of the reference method.

Compounds tR (min) Calibration curves R

Chlorogenic acid 12.15 Y = 36.38X − 1.950 0.9999
Caffeic acid 16.10 Y = 64.61X−1.926 0.9999
luteoloside 22.82 Y = 16.22X + 1.541 0.9999
Baicalin 28.70 Y = 34.00X + 329.6 0.9998
UDCA 37.91 lg Y = 0.4571 lg X + 6.194 0.9973
CDCA 39.63 lg Y = 0.5416 lg X − 1.881 0.9999

: the peak area of chromatogram; X: the concentration of each active compound.
Fig. 2. HPLC chromatogram of Tanreqing injection intermediate at optimized con-
ditions. (The peaks marked with 1–6 are chlorogenic acid, caffeic acid, luteoloside,
baicalin, UDCA, CDCA, respectively.)

can be viewed as the foundation of NIR quantitative analysis of the
Tanreqing injection intermediates.

3.3. Principal component analysis
Whether the four kinds of intermediates can be calibrated in
the same model needs to be inspected, and the method adopted
is principal component analysis. From the score plots of the first
3 principal components (see in Fig. 4), which accounted for 98%
of the variability in the spectral data set, there are no apparent

Linearity ranges
(�g/ml)

Limit of
detection (ng)

Repeatability
(RSD %, n = 6)

Recovery
(%, n = 3)

0.210–4.52 0.350 0.82% 100%
0.165–5.40 0.285 0.90% 101%
0.105–10.9 0.352 1.2% 99.9%

20.3–406 0.530 0.85% 98.4%
19.8–396 95.8 1.5% 99.0%
17.9–179 60.1 1.5% 102%
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Fig. 3. Raw NIR spectra (A) and spectra preprocessed by MSC (B), Savitzky–G

roupings in the sample set. The results indicate that there is no
ignificant difference among the four kinds of Tanreqing injection
ntermediates, and they can be viewed as homogeneous samples.
n fact, the major constituents of these four kinds of samples are
ery similar. The chief differences exist in the contents of active
ngredients and impurities, and there is no qualitative difference.
he research also indicates that the models established with single
ind of intermediates are no better than the models established
ith the whole samples, and, moreover, the latter possesses better
rediction performance due to the wider representativeness of the
hole samples.

.4. Calibration of models
.4.1. Division of calibration and validation sets
A total of 120 samples were separated into calibration set

nd validation set according to the concentration values. For each
odel, the calibration set consisted of 70 samples, and the remain-

able 2
he statistics of active ingredient contents in calibration sets and validation sets.

Active ingredients Average value (mg l−1)

Chlorogenic acid 66.75
Caffeic acid 59.83
Luteoloside 137.92
Baicalin 7070.00
UDCA 6868.34
CDCA 556.27
filter + 1-Der (C) and Norris derivative filt + 2-Der (D) of researched samples.

ing 50 samples were used as validation set, which was used to
validate the calibration model, and made sure that a stable model
was achieved. The statistical values of the active ingredient con-
tents in calibration and validation sets are listed in Table 2. The
ranges of calibration set covered the larger scale and the concen-
trations are evenly distributed in both data sets, which was helpful
for developing a stable and robust calibration model.

3.4.2. Selection of regression method
Different regression methods, such as multiple linear regression

(MLR), principal component regression (PCR) and PLS were com-
pared according to the quality of corresponding models. Taking the
UDCA as example, the performance parameters of the optimized

calibration models established with different regression methods
are listed in Table 3. The results indicated that the PLS model has
the best predictive ability. Similar results can be founded in the
calibration models of other compounds; therefore, all the 6 mod-
els were developed by PLS method. It is well known that, in the PLS

Calibration sets (mg l−1) Validation sets (mg l−1)

56.66–83.47 57.55–82.46
33.60–79.46 34.35–76.80

108.44–172.17 114.92–170.45
5710.37–8642.94 5799.91–8593.09
4274.30–8537.75 4411.94–8184.80

207.65–883.59 237.36–874.64
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ig. 4. Scattergrams of principal component analysis of samples from 4 different
teps ((A) PC1–PC2; (B) PC1–PC3).

alibration, the most important influence factors include the wave-
and selection, the number of LVs, and the spectrum pretreatment
ethod. So, the three issues are discussed hereinafter.

.4.3. NIR waveband selection
The NIR region is divided into short-wave NIR (SW-NIR) and

ommon NIR at 1300 nm (7692 cm−1). The SW-NIR region is con-
idered as the absorption band of high overtones, while the latter
elongs to 1st or 2nd overtone. The absorption intensity will
ecrease when the overtone increases. Thus, SW-NIR is usually
pplied in the transmission analysis with long path length, and
ommon NIR is used in diffuse reflection analysis [36]. The trans-
ective mode combines the illumination characteristics of both
ransmission and reflective technologies. For this reason more
nformation is obtainable; therefore, the useable region can cover
he whole NIR bands [37], which is wider than either SW-NIR
egion or common NIR region. It can be seen from Fig. 3 that most

pectral regions are smooth, but at the end part, there was some
oise brought in by spectral differentiation process due to the opti-
al fiber absorption. Therefore, the 4000–4500 cm−1 wave band
hould be discarded during the calibration process. In this research,
he selected waveband was 4500–8000 cm−1, which covered both

able 3
he performance parameters of the UDCA calibration models established with different r

Regression methods Calibration C

R RMSEC R

MLR 0.8622 206 0
PCR 0.9209 159 0
PLS 0.9883 101 0
Fig. 5. Correlogram of the NIR spectra and the UDCA concentrations.

SW-NIR and common NIR regions. To confirm the correctness
of the band selection, the correlation coefficients of the spectra
were investigated. Taking the UDCA as example, the correlogram is
shown in Fig. 5, in which it can be seen that the variables with higher
coefficients (>0.4) are mostly distributed in the selected region, and
also the similar cases can be observed with other compounds.

3.4.4. Comparing of different pretreatment methods for the
spectra

Data pre-processing is critical in obtaining the quantitative
models. In the Tanreqing intermediates of different stages, the
insoluble solid particle may be different and generate different
scattering effect. The MSC method is used to correct the varia-
tions in light scattering due to different particle size distribution
[38] and make the spectra of the four kinds of intermediates much
more similar. The spectra always have two kinds of deformation,
one is parallel move, the other is rotate. Differentiations, includ-
ing 1st and 2nd, help to eliminate the influence of the two kinds
of spectra deformation, respectively. However, both differentiation
methods may lead to amplification of noises. Therefore, before the
derivation, the spectrum must be smoothed to filter noises. Dif-
ferent pretreatment methods for the spectrum were investigated;
the criterion of selection was the performance of the calibration
models, which was evaluated with RMSEC, RMSECV, and most
of all, the value of RMSEP and the R of validation set. Taking
the calibration model of baicalin as example, the calibrate results
via different pretreatment methods were listed in Table 4, and
the “MSC + S-G filt + 1st derivative” combination was selected. The
spectra pretreatment methods for the calibration models of differ-
ent compounds were selected in the same way, but the methods
used for different compounds are different. To observe the spectra
more intuitively, the spectra pretreated with different methods are
3.4.5. Determination of the optimum LV numbers
Every calibration model has an optimum LV number. Less LVs

used in the model will cause the ‘under-fitting’ phenomenon, which

egression methods.

ross-validation External validation

RMSECV R RMSEP

.8537 211 0.8071 254

.9118 176 0.8994 202

.9822 113 0.9735 133
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Table 4
The comparison of different calibration models of baicalin concentration developed with differently pretreated spectra.

Pretreated methods LVs Calibration Cross-validation External validation

R RMSEC R RMSECV R RMSEP

Raw spectra 9 0.8092 276 0.3899 437 0.4247 488
MSC 8 0.9016 299 0.8972 274 0.8883 246
SNV 10 0.9191 259 0.8503 310 0.7592 303

m
fi
s
c
w
r
t
v
o
T
m
L

F
o

S-G + 1d 7 0.7355 382
ND + 2d 6 0.8442 9273
SNV + ND + 2d 7 0.9109 178
MSC + S-G + 1d 7 0.9772 139

eans insufficiency fitting. Including more LVs in the model will
t the calibration set better, but rupture the predictions of other
amples. This phenomenon is called ‘over-fitting’ of a model, The
ause is that specific information related to the calibration samples
as included in the model, which may lead to poorer prediction

esults for the samples not in the calibration set. In this research,
he optimum number of factors is determined using LOO cross-
alidation, and the relational graph of PRESS value against number

f LV numbers was plotted to observe when the curves flatten out.
aking the CDCA calibration model as example, the determination
ethod for the optimum LV numbers and the correlogram of the

OO cross-validation with the optimum LVs are shown in Fig. 6.

ig. 6. Relational graph of PRESS and LV numbers (A) and the correlation diagram
f cross-validation with the optimum LV numbers (B) of CDCA.
0.7648 188 0.8431 192
0.9177 211 0.9015 241
0.8542 230 0.8548 244
0.9630 155 0.9579 164

3.4.6. Establishment and validation of the calibration models
All spectra were pretreated with corresponding method, and 6

calibration models were established. After the calibration models
were established, the external validation was performed to ver-
ify their accuracy. Taking chlorogenic acid calibration model as
example, the correlation diagram and the residuals plot are shown
in Fig. 7. Intuitively, the model has satisfactory fitting result and
predictive power, the correlation is high and the residuals are low.
A good model should have lower RMSEC, RMSECV, RMSEP and
higher R, but smaller differences between RMSECV and RMSEP,
because large ones indicate that too many LVs are introduced in the
model and the noises are also modeled. The performance param-

Fig. 7. Correlation diagram (A) and the residuals plot (B) of chlorogenic acid cali-
bration models.
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Table 5
The characteristic parameters of the established PLS models.

Active ingredients Chlorogenic acid Caffeic acid Luteoloside Baicalin UDCA CDCA

LVs 10 4 4 7 9 6
RMSEC 1.16 4.53 2.65 139 101 32.4
R (calibration) 0.9713 0.9640 0.9695 0.9772 0.9883 0.9592
RMSECV 1.19 6.33 2.88 155 113 37.2
R (cross-validation) 0.9633 0.9288 0.9432 0.9630 0.9822 0.9578
RMSEP 1.24 5.78 2.73 164 133 35.4
R (validation) 0.9532 0.9307 0.9309 0.9579 0.9735 0.9522

BIAS 0.00206 0.00310
SEP 1.18 6.02
RMSECV/RMSEP 0.9596 1.0951

Fig. 8. Concentrations of baicalin (A) and UDCA (B) of 3

Fig. 9. Correlation diagrams of HPLC–NIR measured values for baicalin and
−0.00212 −0.00114 0.00522 0.00118
2.71 155 126 30.0
1.0549 0.9451 0.9115 1.0508

batches predicted with the established models.

UDCA before (A, C) and after (B, D) the calibration models updating.
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ters of all the 6 models are listed in Table 5. The R values of
he calibration, cross-validation and external validation were all
igher than 0.93, and the values of RMSECV/RMSEP are all close
o 1 (between 0.9 and 1.1), which indicates good predictive and
xtrapolation ability.

.5. Application of the models for the analysis of unknowns

The established PLS calibration models are uploaded to the NIR
nstrument, and the instrument applies the calibrations to the NIR
pectrum of unknown samples and outputs the concentrations
f 6 active compounds simultaneously. The models were used to
nalyze samples from 3 different batches. The concentrations of
aicalin and UDCA, which are the most important quality indicators
f the Tanreqing injection, are shown in Fig. 8. It can be seen that the
oncentrations of baicalin in type 1 samples have minor differences,
hile the ultimate values vary greatly after 3-step operations. This
henomenon suggested that to obtain products with stable baicalin
ontents, the operating conditions should be rigidly controlled in
hese 3 steps. As to the concentrations of UDCA, the values rise after
H adjusted, and there is a sharp decline after filtration and hyper-
ltration. From this feature, it can be concluded that to minimize
he loss of UDCA, which is extracted from a costly medicinal mate-
ial, bear gall powder, the pH should be raised appropriately within
he bounds.

The established methods were used in manufacturing for
outine analysis, and the results illustrated the feasibility and
uperiority of NIR technology. Using the presented method, main
ompounds’ content is monitored and controlled during the
anufacturing process, which allows us to check whether the

roduct meets the specification criteria and also to ensure its
nal quality. This could be viewed as a PAT application and
an be seen as the first step to establish a parametric release
ystem.

.6. Update of the established models

The calibration models are generally built according to the stan-
ard or referred method and the concentration variable at certain
egions. Hence, this indirect analysis of NIRS results in an accumu-
ated error occurrence. It takes long time and needs knowledge of
hemometrics to build calibration models. However, each model is
sually used in the limitation of time and spatial variation although
ome approaches for model transfer have been proposed. Thus,
ithout further extended researches, these problems would always
inder the potential application. Model updating is a commonly
sed method to solve the problem of calibration invalidation, which
an be achieved by adding spectra of new products or measuring
n new instruments to the original model and calibrating it again.
hus, new model will cover more variability and can be utilized in
ew conditions [39].

The established models were used in the manufacture of Tan-
eqing injection for 3 months, and the accuracy of the prediction
as decreased, so the models needed to be updated. To update

he models, a new set of 120 samples were taken from the same
roduct line and in the same way as mentioned above. When
he old models were used directly to predict the concentration
f 6 active compounds in the 120 samples, the correlation coef-
cient of the predicted value and the actual value is much lower
han before. Then, one-thirds of 120 samples were added to the

ld calibration sets to reconstruct new models. Using the new
odels to predict the remaining two-thirds of the samples, the

orrelation coefficients are increased considerably and the inac-
uracy became much smaller. This change can be observed in
ig. 9.

[

[
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4. Conclusions

In this study, an FT-NIR method was developed for the simulta-
neous determination of 6 active ingredients, including chlorogenic
acid, caffeic acid, luteoloside, baicalin, UDCA and CDCA in Tanre-
qing injection intermediates with an HPLC–DAD/ELSD method as
reference method. The calibration models were validated with sat-
isfactory R values and can be updated to ensure robustness for
the long-term usage in industry manufacturing. Due to its rapid,
accurate and robust properties, the presented model method was
successfully used in monitoring four kinds of Tanreqing injection
intermediates to improve the efficiency of quality control and
assurance of the CMI as an alternative for the reference method. To
our best knowledge, this research firstly reported the NIRS applica-
tion in CMI intermediates analysis. The presented method provides
a promising tool for Tanreqing injection intermediates analysis and
can be consulted in solving similar problems. It is expected that the
presented method could also be a promising tool for the implemen-
tation of PAT in other CMIs manufacturing.
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